Medical Image Classification with Convolutional Neural Network
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Abstract—Image patch classification is an important task in many different medical imaging applications. In this work, we have designed a customized Convolutional Neural Networks (CNN) with shallow convolution layer to classify lung image patches with interstitial lung disease (ILD). While many feature descriptors have been proposed over the past years, they can be quite complicated and domain-specific. Our customized CNN framework can, on the other hand, automatically and efficiently learn the intrinsic image features from lung image patches that are most suitable for the classification purpose. The same architecture can be generalized to perform other medical image or texture classification tasks.

I. INTRODUCTION

In image classification problems, the descriptiveness and discriminative power of features extracted are critical to achieve good classification performance. Feature extraction techniques commonly used in medical imaging include intensity histograms, filter-based features [18], [22], and the recently very popular scale-invariant feature transform (SIFT) [17], [22] and local binary patterns (LBP) [16], [18], [22]. The feature vectors extracted are normally used to train a classification model, e.g. the support vector machine (SVM) [4], [11], [12], [17], [23], [25], [26] and sparse representation [10], [15], [16], [18], [20], [24], to obtain the image label.

Artificial Neural Network (ANN) has been studied for many years to solve complex classification problems including image classification [7]. The distinct advantage of neural network is that the algorithm could be generalized to solve different kinds of problems using similar designs. Convolutional Neural Network (CNN) is a successful example of attempts to model mammal visual cortex using ANN. The architecture of CNN has strong biological plausible evidence support from Hubel and Wiesels early work on the cats visual cortex [5], [8]. It has demonstrated superior performance in solving many hard image classification problems. In certain applications, such as traffic sign detection, CNN-based system has even surpassed human capability in benchmarking tests [14].

Our aim of this study is to adapt CNN network to classify different categories of lung ILD patterns. ILD comprises a group of more than 150 different disorders of the lung parenchyma [19]. They cause scarring of the lung tissues and lead to breathing difficulties. High-resolution computed tomography (HRCT) imaging is usually used to differentiate the different categories of ILDs. However, due to high visual variation within the same class and high visual similarity between different classes, it is very challenging to achieve accurate classification. Such difficulties can be seen from Fig. 1. The main problem is thus how to design a highly discriminative feature set to effectively handle the within-class variation and between-class similarity. Recently customized feature design has been proposed with good classification performance [2], [4].

In this work, we propose a customized CNN network for lung image patch classification. Rather than defining a set of features manually [2], [4], we designed a fully automatic neural-based machine learning framework to extract discriminative features from training samples and perform classification at the same time. Being not problem-specific, our method can be easily applied to any other imaging domains. Compared with unsupervised RBM neural network [9], CNN uses supervised learning algorithm and hence better classification result would be expected. In addition, since lung images do not exhibit distinct visual structures and have relatively small number of training samples, we customized the general CNN architecture to tackle these issues. In particular, we incorporated random neural node drop-out and used a single convolutional layer architecture to reduce the number of parameters in the CNN model to avoid the over-fitting problem. For flexible experimentation, we implemented our own neural network toolkit including CNN and RBM with performance acceleration using Advanced Vector Extensions (AVX).

II. METHODS

CNN has been proved very successful in solving image classification problems. Research works based on CNN significantly improved the best performance for many image databases, including the MNIST database, the NORB database and the CIFAR10 dataset. It is very good at learning the local and global structures from image data. General image objects like hand written numbers or human faces have obvious local and global structures, hence simple local features such as edges and curves can be combined to become more complex features such as corners and shapes and eventually the objects. Recently, CNN has also been incorporated into medical imaging analysis, such as the knee cartilage segmentation [13]. Differ-
ent from these published studies, we observe that lung image patches are more texture-like that have no distinct structures, hence deep layers in CNN would actually not perform well on such data. Over-fitting is another potential problem when training large neural network with many parameters, especially for medical image database with limited number of samples. In this research, we thus proposed a CNN network architecture which is specially adapted for texture-like multi-class image classification and turned to avoid over-fitting problem.

A. Network Architecture

The overall framework design is illustrated in Fig. 2. Input of the network is normalized lung image patch with unit variance and zero mean. The first layer is a convolutional layer with kernel size of $7 \times 7$ pixels and 16 output channels. The second layer is a max pooling layer with $2 \times 2$ kernel size. The following three layers are fully connected neural layers with 100-50-5 neurons in each layer. Compare to other applications of CNN, there is only a single convolutional layer in our design. As the input patches are textures-like images, there are no obvious large scale or high level features for the network to learn. The network with a single convolutional layer performs as good as networks with multiple convolution layers in ILD lung image patch classification tasks. The simpler network architecture also greatly reduced the number of parameters to be learned, which helps to avoid the over-fitting problem.

A number of techniques that improve and speed-up neural network training are applied. The learning parameters related to these learning techniques are selected based on typical values or chosen according to empirical studies. In the following sections, each layer of the CNN network is presented in detail.

B. Image Feature Extraction Using Convolution

Image pixels could be directly used as input to the standard feed-forward neural networks to solve image classification problems. However even relatively small image patches may have thousands of pixels, resulting in very large number of connection weight parameters to be trained. According to the VC dimension theory, large number of weight parameters result in more complex systems that need a lot more training samples in order to avoid over-fitting problem. In contrast, CNN models combine weights into much smaller kernel filters that dramatically simplify the learning model; and CNN networks are much faster and more robust than traditional fully-connected neural networks.

C. Convolutional Layer

Convolutional neuron layers are the key component of CNN. In image classification tasks, one or more 2D matrices (or channels) are treated as the input to the convolutional layer and multiple 2D matrices are generated as the output. The number of input and output matrices may be different. The process to compute a single output matrix is defined as:

$$ A_j = f\left(\sum_{i=1}^{N} I_i \ast K_{i,j} + B_j\right) \quad (1) $$

Firstly each input matrix $I_i$ is convoluted with a corresponding kernel matrix $K_{i,j}$. Then the sum of all convoluted matrices is computed and a bias value $B_j$ is added to each element of the resulting matrix. Finally a non-linear activation function $f$ is applied to each element of the previous matrix to produce one output matrix $A_j$.

Each set of kernel matrices represents a local feature extractor that extracts regional features from the input matrices. The aim of the learning procedure is to find sets of kernel matrices $K$ that extract good discriminative features to be used for image classification. The back propagation algorithm that optimizes neural network connection weights can be applied here to train the kernel matrices and biases as shared neuron connection weights.
D. Pooling Layer

Pooling layer plays an important role in CNN for feature dimension reduction. In order to reduce the number of output neurons in the convolutional layer, pooling algorithms should be applied to combine the neighbouring elements in the convolution output matrices. Commonly used pooling algorithms include max-pooling and average-pooling. In this work, max-pooling layer with \(2 \times 2\) kernel size selects the highest value from the 4 neighbouring elements of the input matrix to generate one element in the output matrix. During error back propagation process, the gradient signal must be only routed back to the neurons that contribute to the pooling output.

E. ReLU Neuron Activation

In ANN, non-linear transfer functions are used as the neuron activation function. For example, commonly used activation functions include sigmoid function \(f(x) = 1/(1 + e^{-x})\) and hyperbolic tangent function \(f(x) = \tanh(x)\). Both sigmoid and hyperbolic tangent are saturating non-linear functions that the output gradient drops close to zero as the input increases. Some recent studies suggested that non-saturating non-linear function like rectified linear function \(f(x) = \max(0, x)\) (ReLU) improves both learning speed and classification performance in CNN applications [6]. In our CNN model, the ReLU activation function is used in the convolutional layer. Testing results showed that the ReLU activation function improves classification performance by 2.5% and the network converges much faster than using the sigmoid activation function.

F. Back Propagation Details

Techniques for speeding up and stabilizing neural network training are applied, including batch learning, momentum and weight decay. Batch learning is applied to improve learning speed and accuracy. Instead of updating the connection weights after every single back propagation, we process 128 input samples in a batch and then perform one single update for the whole batch.

In order to further speed up the learning, momentum weight updating combined with weight decay is applied. The weight \(\Delta w_i\) is updated with:

\[
\Delta w_i(t + 1) = \omega_i(t) - \eta \frac{\partial E}{\partial w_i} + \alpha \Delta w_i(t) - \lambda \eta \omega_i \tag{2}
\]

The \(\omega_i(t) - \eta \frac{\partial E}{\partial w_i}\) part is the standard back propagation term, where \(\omega_i(t)\) is the current weight vector, \(\frac{\partial E}{\partial w_i}\) is the error gradient with respect to the weight vector and \(\eta\) is the learning rate. The \(\alpha \Delta w_i(t)\) is the momentum part, where \(\alpha\) is the momentum rate. The momentum weight update term helps to speed up learning. The \(-\lambda \eta \omega_i\) is the weight decay part, where \(\lambda\) is the weight decay rate. It slightly reduces / decays the weight vector towards zero in each learning iteration, which helps stabilizing the learning process. In our experiment we choose learning rate \(\eta = 0.001\), momentum rate of \(\alpha = 0.9\) and decay rate \(\lambda = 0.01\) for all layers. These learning parameters are selected through experimental tests.

G. Drop-out Algorithm

Drop-out algorithm is applied to improve the performance, by randomly disabling neurons in each layer during training [1]. A drop-out map with the same size of the neurons in each layer is randomly initialized to mark the on or off state of the corresponding neuron at the start of each training iteration. The neurons with off state are then removed from the network during the training iteration, by disabling the activation signal forward propagation and error signal backward propagation of the neuron. It is equivalent to switching between different models for each learning iteration, so that many different models are trained at the same time. During testing, all neurons are turned on, but with the activation signal attenuated to the probability of average turn on rate during the training phase. In our experimentation, drop-out rate of 0.6 is chosen during training, the neuron activation output was multiplied by 0.4 during testing.
H. Implementation

In order to experiment using different architectures and algorithms, a flexible neural computing software platform is required to adapt to very different designs include future ideas. Therefore, instead of using the existing open source CNN implementation, we have implemented our own neural network framework that is able to train different types of neural systems including CNN, RBM, autoencoder and more. The CNN network training is a very computational intensive task. Advanced Vector Extensions (AVX) optimized CNN and neural computing software is thus implemented for this research work. AVX acceleration is chosen over the popular GPGPU-based technology, because software that runs on CPU is more flexible in supporting various complex algorithms on general purpose CPU than the specialized GPU architecture. One hundred Giga-flop operations per second is achieved on a high-end Intel i7 processor for both convolution and full connection neuron computation.

III. Experimental Results

A. Datasets

The publicly available ILD database [3] is used for evaluation. The database contains 113 sets of HRCT images, with 2062 2D regions of interest (ROI) annotated indicating the ILD category. Following [3], we chose to classify image patches of five ILD categories: normal (N), emphysema (E), ground glass (G), fibrosis (F) and micronodules (M). The CT slices were divided into half-overlapping image patches of 32 × 32 pixels. Only image patches with at least 75% of its pixels falling inside of an annotated ROI were used in the experiment. The dataset thus contains 16220 image patches from 92 HRCT image sets, including 4348 N patches, 1047 E patches, 1953 G patches, 2591 F patches, and 6281 M patches.

The training samples are evenly divided into 10 groups. In each testing session, samples from one group is chosen as the testing data, and all other samples from the remaining 9 groups are used for training. Final results are collected after 10 testing sessions, each time with a different group as the testing data. Random image shifting is performed on the training image patches, to artificially increase the number of training samples to avoid the over-fitting issue.

B. Visualizing the Learned Features

Unlike the traditional fully-connected neural networks, which behave like a black box learning machine, features learned by CNN can be easily visualized and understood [21]. The kernel matrices in the convolutional Layer represent sets of features learned by the network. These features can be visualized in Fig.3. It is interesting that the feature filters look similar to two dimensional discrete cosine transformation (DCT) kernel functions. Based on this observation, it is clear that 2D spacial frequency information has been learned by the network as good discriminative features to distinguish the texture-like lung image patches.

C. Classification Results

We compared our classification results with three other feature extraction approaches: (1) SIFT feature with keypoint located at the patch center; (2) rotation-invariant LBP feature with three resolutions; and (3) unsupervised feature learning using RBM [9]. All three compared approaches are coupled with SVM classification models. Note that our customized CNN method does not involve an additional classifier such as SVM, as the classification model is learned by the three-layer fully connected neural network layers. Using ANN for classification model learning has the distinct advantage that back-propagation algorithm can be applied to fine tune parameters in all layers to obtain a better final classification model. Classification results are evaluated using recall and precision.

As shown in Fig.4, our customized CNN method achieved the best classification performance. The improvement over RBM demonstrates the advantage of the supervised feature learning, while in RBM the feature learning and classifier training are separated. Our method also exhibits large performance margin over the popular feature descriptors, i.e. SIFT and LBP, demonstrating the feasibility of having automatic feature learning for medical imaging. While we have not compared directly with approaches based on customized feature design specifically for the ILD images [2], [4], we suggest that the main attractiveness of our method is the customized adaptation of CNN, which is currently less studied in medical image computing.

IV. Conclusion

In this work, we have proposed a customized CNN architecture to classify HRCT lung image patches of ILD patterns. Our design with a single convolution layer learns the DCT-like patterns from training samples efficiently and yields good classification results. The results demonstrate that our design
is capable of extracting discriminative features automatically without manual feature design, and achieving good benchmark performance. During our experiment we found that indistinct visual structure and limited size of training data were the major issues in adapting CNN to ILD image classification. However, with the properly designed network structure and applying techniques like intensive dropout and input distortion to suppress the over-fitting problem, we have addressed these problems effectively.
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