Adaptive vibration suppression of time-varying structures with enhanced FxLMS algorithm
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1. Introduction

Structural vibration should be concerned due to numerous reasons, including but not limited to fatigue-induced structure failure, excessive wearing of machinery, and radiated noise [1–3]. In order to avoid the aforementioned harms, active vibration control has been investigated for a long time and various control algorithms have demonstrated exceptional performance in practice [4–6]. However, these controllers are usually designed under time-invariant assumption and consequently lack adaptation to the variations of structural characteristics, which leads to challenges for the vibration suppression of time-varying structures. In fact, many engineering structures subject to the threats of vibration are not time-invariant, and the vertical tail of aircraft is a good example [7]. For aircrafts under high angle of attack, the turbulent flow emanating from the wing/fuselage flows downstream to impinge upon the vertical tails [8]. This unsteady flow typically contains considerable energy and its spectrum covers the dominant vibration modes of the vertical tails [9]. Therefore the
fluid-induced structural vibration response, referred to as buffeting, is of high magnitude and threatens the safety of aircrafts [9]. Throughout the described fluid-structure interaction process, the vertical tail is coupled with the aerodynamics and thus its structural dynamics are changed by the coupling. In addition, the coupling effect depends on airspeed and angle of attack of the aircraft according to the wind tunnel outcomes in Ref. [10]. As a consequence, this mechanical system turns from time-invariant into time-varying, which requires adaptive control for real-time vibration reduction [11,12].

In terms of adaptive control algorithms, myriad methods have been implemented in vibration suppression [13–16]. Among them, the adaptive filtered-x least mean square (FxLMS) algorithm has wide applications due to its simplicity and robustness [17–20], which motivates us to employ it in the vibration suppression of the vertical tail. The classical FxLMS algorithm illustrated in Fig. 1 is proposed in Ref. [21], which is based on the gradient descent method [21]. In Fig. 1, \( x(n) \) is the external disturbance that usually serves as the feedforward reference signal, where \( n \) indicates the time sequence; \( d(n) \) is the open-loop response of the primary path \( P(z) \) under the excitation of \( x(n) \); \( S(z) \) is the secondary path to generate response \( y'(n) \) to cancel \( d(n) \); \( e(n) \) is the superposition of \( d(n) \) and \( y'(n) \), i.e., the residual vibration response; \( W(z) \) is the finite impulse response (FIR) filter and its coefficients are adaptively updated to control the secondary path \( S(z) \) for minimum \( e(n) \) in real-time; the coefficient updates are ruled by least mean square (LMS) algorithm whose inputs are filtered reference signal \( x'(n) \) and residual response \( e(n) \); \( x'(n) \) refers to \( x(n) \) filtered by the offline-estimated secondary path \( \hat{S}(z) \).

The optimal solution of \( W(n) \) is obtained by minimizing the error signal [21]

\[
W^* = R^{-1}P
\]

where \( R \) is the autocorrelation matrix of \( x'(n) \), \( P \) is the cross-correlation vector between \( x'(n) \) and \( d(n) \). Due to the solution of inverse matrix, the computational burden and memory requirement of Eq. (1) challenge the controller for real-time implementation [22].

Consequently for real-time implementation, transfer functions \( W(z) \) and \( S(z) \), usually formed as FIR filters, are respectively expressed by coefficient vectors of impulse responses [22]:

\[
W(n) = [W_1(n), W_2(n), ..., W_L(n)]^T
\]

\[
S(n) = [S_1(n), S_2(n), ..., S_M(n)]^T
\]

where \( M \) and \( L \) are the length of \( S(n) \) and \( W(n) \), respectively. With Eq. (2), the transfer functions \( W(z) \) and \( S(z) \) become functions of time sequence \( n \). Therefore the iterative LMS algorithm is utilized to update the coefficients of \( W(n) \) [23]

\[
W(n + 1) = W(n) + 2\mu e(n)x'(n)
\]

where \( \mu \) is the step size, which characterizes the convergence speed of LMS [24]. The condition to guarantee the convergence of LMS algorithm is \( 0 < \mu < 1/\lambda_{max} \), where \( \lambda_{max} \) is the maximum eigenvalue of \( R \) [25]. From Eq. (3), it is revealed that the coefficient vector at time \( n + 1 \) is the summation of the coefficient vector at time \( n \) and a correction term, and the correction extent is decided by step size \( \mu \).

Yet, for step size there is a trade-off between the convergence speed of FxLMS algorithm and the stability of the control system [26]. Here stability refers to the ability of the controller to converge to the optimal solution or oscillate about it. Using large value of \( \mu \), the coefficient vector of FIR filter may suppress the vibration response effectively as soon as the controller is turned on, but it may diverge and then the spillover phenomenon occurs [27]. Although the stability can be guaranteed for small value of \( \mu \), the controller loses the capability to reduce the vibration response in a timely manner. Recently, the FxLMS algorithm with variable step sizes is utilized to balance the convergence speed and stability of control systems [28,29]. However, the computation burden of these methods is heavy [28,30,31], which may negatively influence the real-time performance of the control system due to lag effect. In order to achieve variable step size with the absence of computational challenges, the bang-bang control algorithm is introduced. Bang-bang controller can switch between two states and it is widely used for variable systems owning to simplicity and convenience [32–34]. In this work, the step size \( \mu \) is adaptively tuned by bang-bang controller according to the feedback signal.

Fig. 1. Block diagram of classical FxLMS algorithm.
From Eq. (3), it is seen that apart from the step size $\mu$ of the filter $W(n)$, both the estimated secondary path $\hat{S}(z)$ and the reference signal $x(n)$ play important roles in the updates of the control vector. As described above, the dynamic characteristic of the vertical tail is time-varying, therefore the secondary path estimated offline is not applicable for real-time purpose [35]. Furthermore, the feedforward configuration to obtain reference signal is not available for aircrafts in flight. Consequently, the classical FxLMS algorithm cannot be used directly to alleviate the vibration of vertical tails. To overcome these challenges, the online identification of secondary path and the reconstruction of the reference signal are addressed in this paper as well.

This research is aimed to enhance the classical FxLMS algorithm to adaptively suppress the vibration of time-varying structures, and here the vertical tail of aircraft is investigated as a specific example. In the following section, multiple improvements on FxLMS algorithm, including online identification of secondary path, reconstruction of reference signal, and variable step size, are presented. Then numerical simulations are conducted to verify the feasibility and advantages of proposed enhancements. After that experimental investigations are used to further confirm its effectiveness. Finally, a summary is reported with conclusions.

2. Enhancements of classical FxLMS algorithm

In this section, the adaptive FxLMS algorithm is enhanced from the aspects of secondary path, reference signal, and step size $\mu$ for real-time vibration suppression of time-varying structures. In addition, the computational load and implementation considerations caused by these improvements are discussed.

2.1. Online identification of secondary path: simultaneous equation method

In recent years, numerous methods have been studied to identify the secondary path online. Most of them depend on the introduction of additional white noise [36–38]. Nevertheless, the mutual influences between the FxLMS controller and the modeling of secondary path always exist, which degrades the performance of both. Moreover, the vibration response caused by the injected noise cannot be suppressed by controllers since it is uncorrelated with the reference signal $x(n)$ [38,39]. To avoid such influences, the simultaneous equation method (SEM) that does not require injected noise is used here. In this method, another FIR filter $H(z)$ of length $Z$ is introduced to model the overall path $H(z)$ that is the superposition of primary path and secondary path. Jin et al. [22] have comprehensively studied this method, and the details are provided in Appendix for sake of being self-contained.

2.2. Reconstruction of reference signal

The ideal reference signal for FxLMS should be the unwanted vibration response $d(n)$ since the control signal needs to cancel it. However, $d(n)$ is not measurable in practice because it is superposed with the response of secondary path $y(n)$. In the classical FxLMS, the upstream signal $x(n)$ is alternatively used to provide the information about the downstream $d(n)$, and that is why $x(n)$ is typically referred to as reference signal. Yet, feedforward configuration is not applicable for this research purpose. Therefore, the feedback structure shown in Fig. 2 serves for the reconstruction of the reference signal $d(n)$ based on feedback neutralization method [40].

The controlled residual vibration response is

$$e(n) = d(n) - y(n) = d(n) - y(n)S(n) \quad (4a)$$

$$y(n) = [y(n) \quad y(n-1) \quad \cdots \quad y(n-M+1)]^T \quad (4b)$$

In Eq. (4), the residual vibration response $e(n)$ and the output of controller $y(n)$ are measurable, and the secondary path has already been modeled online by SEM, so that the reference signal can be reconstructed as

$$\hat{d}(n) = e(n) + y(n)\hat{S}(n) \quad (5)$$

where $\hat{d}(n)$ is the reconstructed reference signal.

2.3. Variable step size controlled by bang-bang algorithm

Bang-bang control is usually leveraged to change control systems from one state to the other. Here in order to balance the convergence speed and stability of the FxLMS system, bang-bang controller is integrated to adaptively switch the values of step size for $W(n)$ based on feedback information. The implementation of bang-bang algorithm is straightforward: if the efficiency of controller cannot meet requirement of vibration suppression, the step size is switched to larger value to accelerate the convergence of control coefficients; otherwise the current coefficients are suitable, and consequently the smaller step size is adopted to maintain the stability of system by avoiding potential spillover phenomena. The criterion to evaluate the control performance is defined as
where $e_{\text{RMS}}$ and $d_{\text{RMS}}$ are the root-mean-squares (RMS) of the residual vibration response and reconstructed reference signal, respectively. The number of data points to compute RMS is $N$. The initial value of $\mu$ is 1, which corresponds to the uncontrolled situation that $e(n)$ is $d(n)$.

According to the above discussion, the piecewise function of the step size $\mu$ for $W(n)$ is defined as

$$
\mu = \begin{cases} 
\mu_1 & \eta \leq \varphi \\
\mu_2 & \eta > \varphi 
\end{cases}
$$

where $\mu_1$ and $\mu_2$ are constants ($\mu_1 < \mu_2$), and $\varphi$ is the critical value of $\eta$ ($\varphi < 1$). The step size $\mu_2$ should satisfy $0 < \mu_2 < 1/k_{\text{max}}$ to guarantee the convergence of controller [25].

2.4. Operation procedures of proposed method

With all the enhancements described above, the overall operation procedures of the proposed method are summarized below

1. At $n = 1$, the algorithm is initialized. The initial coefficients vectors of $H(n)$ and $W(n)$ are set to be $0$ of corresponding lengths respectively, and that of $S(n)$ is set to $[a \ 0 \ldots \ 0]^T$ or $[0 \ 0 \ldots \ a]^T$ of corresponding lengths ($a \neq 0$).
2. At time $n$, $\eta$ (when $n \leq N$, $\eta = 1$) is obtained for the bang-bang controller, and the step size for $W(n)$ is adaptively adopted. Then $W(n)$ and $H(n)$ are updated respectively.
3. The coefficients vector of $S(n)$ is updated by SEM (see Appendix for details), and reference signal $d(n)$ is reconstructed.
4. At time $n + 1$, repeat operations (2) and (3).

2.5. Computational load and implementation considerations

The computational load of control systems is important for performance assessment. Jin et al. [22] have reported the computational load of feed-forward FxLMS using SEM for online modeling of secondary path, in which the number of
multiplication/addition operations is $3Z + 3L + 3M$. For the proposed method shown in Fig. 2, the reconstruction of reference signal (i.e., Eq. (5)) adds $M$ multiplication/addition operation. The bang-bang controller has $2N$ multiplication/addition operations, 3 division operation and 2 square root operation. Therefore, the computational load of bang-bang controller includes $3Z + 3L + 4M + 2N$ multiplication/addition operations, 3 division operation and 2 square root operation, which is increased compared with that in Ref. [22]. However, it is still far less than the computation limitation of CPU.

In terms of implementation considerations, the following factors are discussed here. Eq. (5) is derived on the hypothesis that $\mathbf{S}(n)$ is modeled ideally. However, estimation error always exists in the identified $\mathbf{S}(n)$, which is dependent on the assigned initial value. This may decrease the accuracy of reconstructed reference signal. Moreover, it is transferred to $\mathbf{H}(n)$ and further influences the modeling of $\mathbf{S}(n)$ in reverse way. As a consequence of iterations, the error may lead to divergence. Therefore, the initial vector of $\mathbf{S}(n)$ should be chosen appropriately to guarantee the convergence of FxLMS method. In fact, small $a$ is less likely to cause divergence, while large $a$ is favorable for control efficiency.

Another parameter $N$, the number of data points to compute $e_{\text{RMS}}$ and $d_{\text{RMS}}$, also has great effects on the control efficiency and stability of controller. If $N$ is too small, the update of $\eta$ may fluctuate greatly which has negative influences on stability. On the other hand, if $N$ is too large, $\eta$ cannot reflect the real-time situation and the adaptation is harmed. Here $N$ is decided by experiences.

In addition, the selection of critical value $\phi$ of bang-bang controller is influential. One limiting case is that when $\phi$ is smaller than the minimum $\eta$, the control system will diverge by keeping large step size. Therefore, the $\phi$ is set as 120% of the minimum value of $\eta$.

The initial wrong adaptations of $\mathbf{S}(n)$ and the reconstruction of reference signal have no effect on the online modeling of secondary path. The wrong adaptations of $\mathbf{S}(n)$ causes the wrong update of $\mathbf{W}(n)$, which results in the enlargement of $\mathbf{W}(n) - \mathbf{W}$ and further causes the magnification of $\Delta \mathbf{H}(n)$ and $\Delta \mathbf{W}(n)$ [22]. Then $\mathbf{S}(n)$ accelerates to the accurate value [22]. For the reconstruction of reference signal shown in Eqs. (4) and (5), the $\mathbf{y}(n) \mathbf{S}(n)$ and $\mathbf{y}(n)\mathbf{S}(n)$ are far less than residual vibration response $e(n)$ in the first few iterations. Therefore, Eqs. (4) and (5) can be simplified:

$$e(n) \approx d(n)$$  \hspace{1cm} (8a)

$$\hat{d}(n) \approx e(n)$$  \hspace{1cm} (8b)

Substituting Eq. (8a) into (8b) and eliminating $e(n)$:

$$\hat{d}(n) \approx d(n)$$  \hspace{1cm} (9)

In addition to the above implementation considerations, there is an optimal tradeoff between robustness, performance and control saturation in the proposed method. The maximum variation range of secondary path is usually known in practice. Therefore, the designed controller should be stable for all secondary paths in this variation range firstly. Then, the control efficiency of controller should be improved as much as possible under the case of the actuator is not saturated.

3. Simulation studies

In order to verify the feasibility of the enhanced FxLMS controller described in Fig. 2, simulation studies are undertaken in MATLAB Simulink. The primary path $P(z)$ and secondary path $S(z)$ used here are identified from the experimental system shown in Fig. 8. Since the fundamental frequency of the vertical tail is 13.5 Hz, the sampling rate in Simulink is set as 1024 Hz that sufficiently satisfy Nyquist-Shannon theorem [41]. The identifications of primary path $P(z)$ and secondary path $S(z)$ are implemented without additional weights. The input and output signals for modeling $P(z)$ are the excitation signal of the shaker and the root strain, respectively. In terms of $S(z)$, the input is changed to the driving signal sent to MFC actuators while the output is still the strain response. The measured signals are processed in MATLAB System Identification Toolbox to obtain the mathematic models of both paths [42].

3.1. Online identification of secondary path based on SEM

To confirm the advantages of SEM over noise-based methods for online identification of secondary path, FxLMS controllers with different identification methods are compared in Fig. 3. Here the control system is in feedforward configuration and the external disturbance, also the reference signal, is sinusoid of 13.5 Hz. The employed noise-based methods for comparison are respectively proposed by Eriksson, Bao, and Zhang since they are widely studied in literature [36–38]. The RMS of injected white noise is 10% of that of harmonic excitation. The primary and secondary path are both modeled with the FIR filter of length $M = 24$. The parameters used in all the methods are optimized by genetic algorithm. The sinusoidal responses
are plotted as the function of time in Fig. 3(a), and all the responses are normalized by the peak value of the uncontrolled response.

Considering Eriksson’s method, the convergence speed of response is slower than that of other methods. The performance of FxLMS controller is improved by Bao and further improved by Zhang. However, the final residual responses in these methods are similar, around 0.07, which is caused by injected white noise. As a comparison, the response of SEM is suppressed by 100% within 1 s, and the controller performs stable to make the residual response close to 0. These comparisons reveal that SEM is more favorable to enhance the suppression performances of control systems.

In addition, the advantage of SEM is further confirmed by energy utilization ratio, which is presented as a function of time in Fig. 3(b). The energy utilization ratio describes the required energy for unit response suppression and its definition is

$$\psi = \frac{U}{\delta}$$

where $U$ is the peak value of the controller output, and $\delta$ is the peak value reduction of sinusoid response.

In the first few steps, $\delta \approx 0$ since the response of open-loop and closed-loop is approximately equal, and then $U/\delta \to \infty$. Therefore, Fig. 3(b) only presents the energy utilization ratio $\psi$ of controller between 0.3 s and 10 s. From Fig. 3(b), there exists significant fluctuations of $\psi$ in Eriksson’s method at 0.5 s. On the other hand, its maximum value is almost 60% of SEM, which indicates that it is not energy efficient. Although the energy efficiency is improved in both methods of Bao and Zhang at the beginning of simulation, the final energy utilization ratio $\psi$ of injection white noise methods are also similar and the SEM method still has advantages over them.

The relative error $\eta$ between the outputs of estimated and actual secondary paths is used here to evaluate the estimated error of secondary path in time domain, and its definition is:

$$\eta = 10\log_{10}\frac{|R_s - \widetilde{R}_s|}{|R_s|}$$

where $R_s$ and $\widetilde{R}_s$ are the output of $S(n)$ and $\widetilde{S}(n)$ respectively. The relative error is plotted in Fig. 3(c). It is observed that the relative error $\eta$ of Eriksson’s and Bao’s method fluctuate greatly with time, which both indicate the secondary path is not identified well. The estimated performance of FxLMS controller is improved by Zhang, whose $\eta$ can reach to −55 dB. For the SEM method, there is no fluctuation in the plotted time frame. Although the $\eta$ of SEM is larger than that of Zhang’s
method, it can meet the requirement of vibration control and its control performance has advantages over noised-based methods due to no injected white noise, which are reflected by minimizing residual response and energy utilization ratio.

### 3.2. Reconstruction of reference signal

The original and reconstructed reference signals in time domain are compared in Fig. 4, and all the signals are normalized by the maximum value of real reference signal. Since the first bending mode is specifically concerned here, the employed reference signal is white noise in the narrow band of [8 Hz, 16 Hz]. All the responses are normalized by the peak value of the real reference signal. From Fig. 4, it is observed that the reconstructed signal is in good agreement with the original, and the overall error is within 8.2%. Although the error is increased after 15 s, it still oscillates around zero and does not show diverging trend. From experiences it is found that the error of such extent is tolerable and the control system works well. This also confirms the efficacy of the secondary path in reverse way since the reconstruction depends on secondary path as shown in Eq. (5).

### 3.3. Parametric study for the update of $W(n)$

Since the control performance is directly decided by $W(n)$, its step size is adjusted by bang-bang controller. According to Eqs. (3) and (7), the update of coefficients vectors of $W(n)$ depends on criterion value $\varphi$ of bang-bang controller, step size $\mu$ of $W(n)$, and length $L$ of $W(n)$. Therefore, the reduction ratio of response RMS of FxLMS controllers with different step size, length and $\varphi$ is contrasted, shown in Fig. 5. The other parameters of controller are listed in Table 1. The disturbance is narrowband white noise excitation from 8 Hz to 16 Hz. The reduction ratio of response for divergent system is set as 0.

The fixed $\mu$ controller is used in Fig. 5(a), and the varied $\mu$ controlled by bang-bang controller is utilized in Fig. 5(b) and (c). From Fig. 5(a), it is seen that different lengths of $W(n)$ have their own optimal step size, and the maximum reduction ratio is 44.1%. The relationship between optimal step size and optimal length can be approximated as a hyperbolic function as shown in Fig. 5(a). Moreover, the control system may be divergent if the large step size keeps for a long time, when the length is fixed. Considering the influence of criterion $\varphi$ in Fig. 5(b) and (c), it is found that an appropriate $\varphi$ can improve the controller performance.

![Fig. 4. Original reference signal $d(n)$, reconstructed reference signal $\hat{d}(n)$, and the reconstruction error $|\hat{d}(n) - d(n)|$ in time domain. All the signals are normalized by the maximum value. The excitation signal is narrowband white noise from 8 Hz to 16 Hz which covers the first bending mode of the vertical tail.](image)

![Fig. 5. Reduction ratio of response RMS of FxLMS controllers with different step size, length and the criterion $\varphi$ for control efficiency. (a) Relationship between step size and length. (b) Relationship between step size and $\varphi$. (c) Relationship between length and $\varphi$. The excitation signal is narrowband white noise excitation from 8 Hz to 16 Hz. The fixed $\mu$ controller is used in (a), and the bang-bang controller is utilized in (b) and (c).](image)
performance of controller. As $\varphi$ is around 0.6, the reduction ratio of response reaches maximum. When the bang-bang controller is implemented, the maximum reduction ratio of controller is improved from 44.1% to 53.8%, which indicates the necessity of bang-bang control on FxLMS method.

3.4. Variable step size adjusted by bang-bang algorithm

The online identification and reconstruction of reference signal have been investigated above, but the efficiency of the collaboration of FxLMS and bang-bang has not been explored yet. In Fig. 6, the FxLMS controller with fixed step size is contrasted with that whose step size is adjusted by bang-bang algorithm, and all the responses are normalized by the peak value of the uncontrolled response. Fig. 6(a) and (c) present the output of FxLMS controller, and Fig. 6(b) and (d) demonstrate the corresponding vibration alleviation results. The external disturbance is sinusoid of 13.5 Hz that is the natural frequency of the first-order mode of the vertical tail. The secondary path is the discrete transfer function of the vertical tail model. The parameters of this proposed algorithm are defined as: $N = 1000$, and $\varphi = 0.6$ in the simulation, and the other parameters are shown in Table 1.

For the FxLMS controller with fixed step size in Fig. 6(a), it is observed that the output of fixed $\mu$ controller is close to zero at the beginning, which indicates that it converges slowly. For the bang-bang controller, the output reaches to 0.63 at 1.5 s, while as the direct contrast the corresponding value of fixed $\mu$ is only 0.025 at the same time. After that the controller output of $W(n)$ with fixed $\mu$ gradually increases and it accelerates to the optimum value. As a result, the response suppression is enhanced as shown in Fig. 6(b). But for the collaboration of FxLMS and bang-bang, the system switches to smaller $\mu$ to guarantee the stability of the system when the vibration is controlled by 73%. Consequently, the output of bang-bang controller is gradually decreased to the optimum objective to maintain the high level of suppression performance. The final control efficiency and output of collaborative system are almost the same as those of controller with fixed $\mu$. Moreover, the phase difference $\theta$ between the response of identified secondary path and that of real secondary path is also similar, about 14.6°. This simulation study demonstrates that the system whose step size is adjusted by bang-bang algorithm can respond much more

<table>
<thead>
<tr>
<th>Filter length</th>
<th>$H(n)$</th>
<th>$S(n)$</th>
<th>Step size</th>
<th>$W(n)$</th>
<th>$H(n)$</th>
<th>$S(n)$</th>
<th>Initial value of filter weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>42</td>
<td>36</td>
<td>0.11.6</td>
<td>0.02</td>
<td>0.2</td>
<td>0</td>
<td>0, 0, . . .01</td>
</tr>
</tbody>
</table>

Fig. 6. Performance of the FxLMS controller under sinusoid excitation of 13.5 Hz. (a) Output of FxLMS controller. (b) Vibration suppression performance of FxLMS controller. (c) Output of FxLMS controller under the phase shift. (d) Vibration suppression performance of FxLMS controller under the phase shift.
quickly than fixed step size at the beginning. In addition, once the vibration is suppressed to a satisfying extent, the step size of the system is decreased to maintain the stability of the control system while the suppression performance is not degraded.

The FxLMS method can converge due to the robustness of the method itself, if the phase estimation error is less than $90^\circ$ [43]. In order to verify the influence of the phase difference $\theta$ on the performance of controller, an all-pass filter is utilized in the simulation to increase the phase difference $\theta$ close to $90^\circ$, as shown in Fig. 6(c) and (d). It can be seen that the control system is still stable even if the phase difference $\theta$ is close to $90^\circ$. Similar to the results of Fig. 6(a) and (b), the convergence speed of the bang-bang controller has advantage over that of fixed $\mu$ controller. Moreover, the spillover of response and the residual vibration response are also decreased 39.6% and 46.1% respectively.

3.5. Sudden change of secondary path

In order to further demonstrate the robustness of the proposed method, the simulation that the secondary path is changed suddenly is implemented, shown in Fig. 7. The external force in this section is narrowband white noise excitation from 8 Hz to 16 Hz. At 40 s, the additional weight is added on the tip of the vertical tail to shift the natural frequencies of the structure, shown in Fig. 8. The original model is named as model A and the one with additional weight is named as model B. The parameters of controller are listed in Table 2. From Fig. 7(a), it can be seen that after the coefficients of bang-bang controller are convergent, the reduction ratio of response RMS of model A is 51.6% between 20 s and 40 s, and the response RMS of model B is decreased by 48.4% between 60 s and 80 s. Yet, these of fixed $\mu$ controller are 30.8% and 37.4% respectively. Moreover, the output of bang-bang controller is also larger than that of fixed $\mu$ controller in Fig. 7(b). After the coefficients of bang-bang controller are convergent, the energy utilization ratio $\psi$ for model A and model B is 0.258 and 0.271 respectively. Therefore, the sudden change of secondary path has little effect on the efficiency of the proposed controller.

From Fig. 7(c), it is observed that the frequency characteristic of identified secondary path using bang-bang controller is more suitable to that of actual secondary path, compared with fixed $\mu$. For model A, the error of response RMS of identified secondary path related to the response RMS of real secondary path is 34.5%, and that for model B is 33.2%. The peak error of amplitude–frequency characteristic for model A and model B is 2.71 dB and 2.85 dB respectively. Although the response error of identified secondary path using feedback SEM method is larger than that using feed-forward SEM method, the phase difference $\theta$ under the sinusoidal excitation from 8 Hz to 16 Hz is less than $90^\circ$, shown in Fig. 7(d), which guarantees the stability of FxLMS system [43].

![Fig. 7. Performance of the proposed controller under the sudden change of secondary path during adaptation process. (a) Vibration suppression performance. (b) Controller output. (c) Bode diagram of transfer function of secondary path. The frequency band of narrowband white noise excitation is from 8 Hz to 16 Hz. (d) Phase different $\theta$ under the sinusoidal excitation with different frequency for model A.](image-url)
4. Experimental investigations

In this section, a series of vibration control experiments are conducted to validate the feasibility of the proposed algorithm described in Fig. 2. The parameters of proposed algorithm are defined as: $\mu_1 = 0.1$, $\mu_2 = 1.6$, and $\phi = 0.6$. The sampling point $N$ of the RMS solving modules is set as 3000, in order to reduce the influence of noise. As it is expected to control the first-order bending mode of the vertical tail, a discrete band-pass filter from 5 Hz to 20 Hz is used prior to the input of controller to eliminate noise.

4.1. Experimental setup and system identification

The adaptive system to suppress the vibration of the vertical tail is presented in Fig. 8. This system is in single-input-single-output configuration aiming for the first mode of the vertical tail since its threats are the most severe [44]. The external excitation signal from the real-time semi-physical simulation system (Quarc, Quanser) is applied to the vertical tail via the power amplifier (YE5872A, Sinocera) and the shaker (JZK-10, Sinocera). The strain at the tail root is selected as the feedback signal and it is measured by the dynamic strain meter (DH3840, Donghua). Then the strain is sent to the digital controller in the semi-physical system. The generated control signal is amplified by the high voltage amplifier (HVA 1500/50-4, Smart Material Corp.) to actuate the Macro Fiber Composites (MFC, M8557-P1, Smart Material Corp) for vibration suppression. There are two reasons to choose MFC as the actuator: one is that its electromechanical coefficient is high for actuation, the other is that its flexibility enables it to conform to the curved surface of the tail [45,46]. Although there are multiple MFC patches, they are connected in parallel which only requires single input. All the data are acquired by the Vibrunner (m+p international) and the acquisition rate is 1024 Hz. The additional weights (steel) on the tip of the vertical tail are used to shift the fundamental frequency from 13.5 Hz to 10.5 Hz to realize varying structures.

Table 2
Parameters of FIR filter for sudden change of secondary path.

<table>
<thead>
<tr>
<th>Filter length</th>
<th>Step size</th>
<th>Initial value of filter weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>W(n)</td>
<td>H(n)</td>
<td>S(n)</td>
</tr>
<tr>
<td>50</td>
<td>42</td>
<td>36</td>
</tr>
</tbody>
</table>
4.2. Comparison of FxLMS controllers with variable and fixed step size

The FxLMS controller whose step size is adjusted by bang-bang algorithm is contrasted to the FxLMS with fixed step size to validate the effectiveness of variable step size using the original vertical tail, shown in Fig. 9. Similar to the external excitation in Section 3, the frequency of sinusoid excitation is 13.5 Hz and the frequency band of noise excitation is from 8 Hz to 16 Hz. Considering Fig. 9(a), it is seen that the response of the proposed algorithm is decreased by 88.7% within 4 s and decreased by 92.0% within 10 s. As a direct contrast, the case of fixed step size is only decreased by 32.4% and 79.3%, respectively. This distinction in control performance demonstrates that the proposed method is able to reduce the vibration response more promptly than the FxLMS with fixed step size, whose reason is that the controller coefficients of the proposed FxLMS can reach to optimum objective faster. From Fig. 9(b), it is seen that the random response is suppressed effectively by both fixed and variable step size FxLMS controllers. However, if the fixed size step $\mu$ is replaced by variable step size, the reduction of PSD peak reaches to 13.11 dB and the reduction rate of response RMS reaches to 53.3%, while those of the FxLMS with fix step size are 5.25 dB and 30.3% respectively. Results indicate that the performance of FxLMS controller is improved by variable step size, especially in the resonance frequency band.

4.3. Comparison of FxLMS controllers with online and offline identified secondary path

The proposed FxLMS controller is contrasted to the feedback FxLMS with offline identified secondary path to validate the efficiency of the online identification of secondary path for time-varying vertical tail in Fig. 10. The variations of the vertical tail are owing to the additional weights that shift the natural frequencies, as shown in Fig. 8. In this experiment, the frequency of sinusoid excitation is the natural frequency of the structural first-order mode, i.e. 13.5 Hz in Fig. 10(a) and 10.5 Hz in Fig. 10(b) respectively; the frequency band of white noise excitation in Fig. 10(c) and (d) is from 8 Hz to 16 Hz. From Fig. 10(a) and (c), it is seen that for the vertical tail without additional weights, the vibration response is suppressed effectively by both offline and online identification FxLMS controllers. The peak values of the sinusoid response are decreased by 92.7% and 92.0% within 10 s, the peak values of the PSD are decreased by 14.26 dB and 13.13 dB, and the RMS value of random response are decreased by 61.3% and 53.3%, respectively. However, when the system characteristics is changed by the additional weights in Fig. 10(b) and (d), the performance of the offline identification FxLMS controller is degraded significantly. The peak value of the sinusoid response is increased by 99.3% within 10 s and the peak value of the PSD is also increased by 0.26 dB, which indicates that the system is divergent. Nevertheless, the performance of the proposed FxLMS for the vertical tail with additional weights is similar to that for the original vertical tail. Therefore, the proposed FxLMS is enabled to adapt to the change of system characteristics by the online identification of secondary path. Results indicate that the proposed algorithm has an advantage over offline identification FxLMS to control the vibration response of time-varying structure.

4.4. Robustness of enhanced FxLMS controller under impulsive disturbance and time-varying system

Robustness is an important criterion to evaluate control system. Robustness refers to that the control system can maintain certain performance under disturbances, which is used to characterize the stability of control system to the uncertainties [47]. For vibration control considered here, the terminology refers to the capability of the system to maintain the effectiveness of vibration suppression.

Among various disturbances, the impulsive excitation threatens the stability of the control system most severely [48]. Consequently in order to examine the robustness of proposed algorithm, the addition weights are suddenly attached to the vertical tail by magnetic force, which is considered as impulsive excitation. After that the additional weights serve to shift the natural frequency of the vertical tail. As shown in Fig. 11, the vibration response of the vertical tails has been
alleviated to satisfying extent and then a sharp increase of response appears due to the sudden attachment of weights. It is observed that the response peak of the closed-loop system is the same as that of the open-loop system, which means that the proposed method is not disturbed to divergence by the impulsive excitation. Furthermore, the strain is decreased greatly by the control system immediately after the magnetic impulse, and this validates the robustness of proposed method. For the time series in Fig. 11, the RMS of the response is decreased by 56.37% within 20 s, and it is decreased by 52.66% between 40 s and 60 s. This comparison demonstrates the efficiency of the proposed method remains on the same level although the natural frequency of the first-order mode is decreased by 22%. The above results indicate that the enhanced FxLMS controller is robust to the impulsive disturbance and time-varying system.

5. Conclusions

An enhanced FxLMS controller with online modeling of secondary path and adaptively adjusted step size is developed in this work. The online identification of secondary path based on SEM is implemented to capture the change of the dynamic characteristics of structure in real-time. And the adaptation of step size by bang-bang algorithm is used to balance the efficiency and stability of FxLMS algorithm. The feasibility of this method is validated by numerical simulation as well as
experiment. Here the vertical tail under buffeting loading is studied as the representative of time-varying structure. The results demonstrate that the proposed method is able to reduce the vibration response more effectively than FxLMS with fixed step size, and it is adaptive to the varying characteristics of vibrating structure. The enhanced FxLMS controller is confirmed as an effective method to suppress the vibration of time-varying system due to the evident improvements on control efficient and system stability numerically and experimentally.
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Appendix

The simultaneous equation method (SEM) has been studied by Jin et al. in Ref. [22], and its detailed theory is covered here for the convenience of readers.

The block diagram of SEM is illustrated in Fig. A.1 [22]. The reference signal is used as the input of identification system to simplify the active control system, since the system identification is separated from the control system. In this method, the overall path from the reference signal to the residual response is defined as $H(z)$, which is the superposition result of primary path and secondary path. For any case, ideally the overall path can be modeled accurately by

$$H(z) = P(z) - W(z)S(z)$$  \hspace{1cm} (A.1)

During the iteration process of the filters $W(z)$ and $H(z)$, the coefficients are uncorrelated at different iterating steps. $W(n-m, z)$ and $W(n-k, z)$ are selected at different time steps $n-m$ and $n-k$, respectively (where $m=0,1,2...; k=0,1,2...; m\neq k$). As a result, two independent equations are obtained as

$$H(n-m, z) = P(z) - W(n-m, z)S(z)$$  \hspace{1cm} (A.2a)

$$H(n-k, z) = P(z) - W(n-k, z)S(z)$$  \hspace{1cm} (A.2b)

It is assumed that $k < m$ and the dynamic characteristics of the secondary and primary path are not change between the time $m$ and $k$. Combing Eq. (A.2) and eliminating $P(z)$ yields

$$S(z) = \frac{H(n-m, z) - H(n-k, z)}{W(n-k, z) - W(n-m, z)}$$  \hspace{1cm} (A.3)

if $W(n-k, z)\neq W(n-m, z)$. And the filter $H(z)$ is also formed as FIR filter, whose coefficients is

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figA1.png}
\caption{Feedforward FxLMS algorithm with online identification of secondary path based on SEM. The blue rectangle denotes the identification of the overall path $H(z)$, and the red is used to identify the secondary path $S(z)$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)}
\end{figure}
where $Z$ is the filter length.

From Eq. (A.3), it is shown that $H(n - m, z) - H(n - k, z)$ is the product of $S(z)$ and $W(n - k, z) - W(n - m, z)$. In Fig. A.1, an adaptive filter $\hat{S}(z)$ is introduced and its coefficients are updated by LMS algorithm to make $H(n - m, z) - H(n - k, z)$ equal to the product of $W(n - k, z) - W(n - m, z)$ and $\hat{S}(z)$. The estimated $\hat{S}(z)$ is expected to converge to $S(z)$ with some error. Since all adaptive filter coefficients are simultaneously updated, the estimation error from $H(n - m, z) - H(n - k, z)$ is widely and uniformly distributed over the coefficients, and so the errors is not divergent. In fact, $\hat{S}(z)$ converges on:

$$\hat{S}(z) = S(z) + S'(n, z) + R(n, z)$$

(A.5)

where $S'(n, z)$ is the identification error of $\hat{S}(z)$, and $R(n, z)$ is the estimation error of $H(n - m, z) - H(n - k, z)$. The estimation precision of $S(z)$ is limited to an extent due to the inherent estimation error $R(n, z)$. As a matter of fact, only the secondary path model in the frequency band of reference signal can be obtained.

In Fig. A.1, it is observed that there are three FIR filters: $W(n)$ for the update of coefficients of controller, $H(n)$ for the online modelling of overall path, and $S(n)$ for the online identification of secondary path. The updating equation of $H(n)$ is shown as:

$$H(n + 1) = H(n) + \mu_H x(n)e(n)$$

(A.6)

where $\mu_H$ is the step size of filter $H(n)$.

$$e(n) = e(n) - e(n) = d(n) - y(n) - x^T(n)H(n)$$

(A.7)

The updating equation of $S(n)$ is:

$$S(n + 1) = S(n) + \mu_S x(n)e(n)$$

(A.8)

where $\mu_S$ is the step size of filter $S(n)$,

$$x_i(n) = [x_i(n) x_i(n - 1) \cdots x_i(n - M + 1)]^T$$

(A.9)

$$e_i(n) = d_i(n) - y_i(n) = d_i(n) - x_i^T(n)S(n)$$

(A.10)

$$d_i(n) = x_i^T(n)\Delta H(n)$$

(A.11)

$$x_i(n) = x_i^T(n)\Delta W(n)$$

(A.12)

where $\Delta H(n) = H(n - m) - H(n - k)$, $\Delta W(n) = W(n - k) - W(n - m)$.
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