A computer-aided diagnostic system for detecting diabetic retinopathy in optical coherence tomography images
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Purpose: Detection (diagnosis) of diabetic retinopathy (DR) in optical coherence tomography (OCT) images for patients with type 2 diabetes, but almost clinically normal retina appearances.

Methods: The proposed computer-aided diagnostic (CAD) system detects the DR in three steps: (a) localizing and segmenting 12 distinct retinal layers on the OCT image; (b) deriving features of the segmented layers, and (c) learning most discriminative features and classifying each subject as normal or diabetic. To localize and segment the retinal layers, signals (intensities) of the OCT image are described with a joint Markov-Gibbs random field (MGRF) model of intensities and shape descriptors. Each segmented layer is characterized with cumulative probability distribution functions (CDF) of its locally extracted features, such as reflectivity, curvature, and thickness. A multistage deep fusion classification network (DFCN) with a stack of non-negativity-constrained autoencoders (NCAE) is trained to select the most discriminative retinal layers’ features and use their CDFs for detecting the DR. A training atlas was built using the OCT scans for 12 normal subjects and their maps of layers hand-drawn by retina experts.

Results: Preliminary experiments on 52 clinical OCT scans (26 normal and 26 with early-stage DR, balanced between 40–79 yr old males and females; 40 training and 12 test subjects) gave the DR detection accuracy, sensitivity, and specificity of 92%; 83%, and 100%, respectively. The 100% accuracy, sensitivity, and specificity have been obtained in the leave-one-out cross-validation test for all the 52 subjects.

Conclusion: Both the quantitative and visual assessments confirmed the high accuracy of the proposed computer-assisted diagnostic system for early DR detection using the OCT retinal images.
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1. INTRODUCTION

Most of today’s ophthalmologists identify types of diseases by visual observation and interpretation. Because accurate diagnosis is a must for successful timely treatment, the identification can be notably improved by employing disease-specific computer-aided diagnostic (CAD) systems based on optical coherence tomography (OCT). OCT has become a powerful imaging modality for non-invasive diagnosis of various retinal abnormalities, such as glaucoma, macular degeneration, and diabetic macular edema. However, detecting early retinal changes in type 2 diabetes to give patients a chance to delay further complications is absent so far. 1 Despite up to 21% and 61% of type 2 diabetics have retinopathy of some kind at the time of diagnosis and during the first two decades of the disease, respectively. 2 The main challenge in diagnosing diabetic retinopathy (DR) before complications arise is that the patient is not aware of the disease until the retinal changes have progressed to a considerable level and treatment tends to be less effective. Automated early DR detection, which could help ophthalmologists to more efficiently investigate and treat the disease and make it less severe, was the main goal of this paper. The second goal was to decrease errors in segmenting retinal layers on the OCT images.

Most of CAD systems for early DR detection use fundus images of the patient. Mizutani et al. 3 explored a trainable
automated detection of micro-aneurysms, manifesting, by supposition, early DR on these images. Experiments showed the sensitivity of 65% at 27 false positives per image. Jaafar et al. detected hard and soft exudates as the earliest DR indicators. However, their diagnostic success depended on whether those candidates exist. Filtering, morphological processing, and thresholding of the fundus images were used by Pachiyappan et al. to detect macular abnormalities caused by DR. Tan et al. extracted retinal vasculature automatically to get a network of blood vessels. Knowing their shape, together with connections and salient points, helps the user in editing segmentation results. Fundus imaging is more common in the present DR-detecting CAD systems because of using the same concepts as traditional indirect ophthalmoscopy to form a wide view of the retina and adequately present systemic diseases. However, one of its crucial drawbacks is the acquisition of only 2D images with no account of depth. Unlike the fundus imaging, which is expensive due to required specialized highly trained technicians and allows for only qualitative evaluations, OCT is more cost-effective, supports quantitative measurements, and can evaluate changes with no human bias. Detecting subtle changes in retinal thickness, as diabetes progresses, makes OCT a powerful tool for diagnosing diabetic macular edema. Early detection of DR lesions can be based on the OCT biomarkers, such as retinal volume and total thickness, together with micro aneurysms. Thinning retinal thickness and decreasing optical reflectivity are significant biomarkers for detecting DR changes with OCT.

Segmenting retinal layers from the OCT images, which is a key component of our CAD system, is briefly overviewed below. Rossant et al. automatically segmented eight layers using active contours, k-means clustering, Markov random field models, and Kalman filtering to account approximately for similarities between the layers. Their approach performed well, but failed on blurred images. A semi-automated extraction of nine layers from the OCT images by Yaz et al. used the Chan and Vese’s energy-minimizing active contour without an edge model along with shape priors. The segmentation, however, had to be manually initialized by the user and was tested on neither normal nor pathological human retinas. Kafieh et al. used graph-based diffusion maps to segment intraretinal layers in the OCT scans for normal controls and glaucoma patients, and Ehnes et al. developed a graph-based segmentation of up to 11 layers, yet it worked only with the high-contrast images. An automated choroid segmentation by Chen et al. considers properties of choroidal vasculature for enhanced depth imaging OCT (EDI-OCT), in particular, the large vascular of the Haller’s layer neighbor with the choroid–sclera junction. Satisfactory, i.e., similar to manual results for normal eyes and pathologies (DR and age-related ones) were obtained, due to good visibility and easy detection of the choroidal vasculature. Nam et al. detected lumen contours and stent strut candidates for fundus images by using high-resolution intravascular OCT to visualize the arterial walls microstructure and combining the OCT intensity images with their first- and second-order axial derivatives.

It should be noted that most of the known methods for segmenting the OCT layers are sufficiently accurate only on images with high signal-to-noise ratios (SNR), but fail if the SNR is low; are tested on normal, but not abnormal (disease) cases, and stratify only up to eight layers. More layers could be segmented only on the high-contrast images of normal retinas, so that to be robust and successful the segmentation either focuses on specific retinal parts or requires high-resolution images. All the limitations led to missed diagnoses of certain abnormalities if more than one segmented layer should be combined, like e.g., in age-related macular degeneration (AMD) cases when the retinal pigment epithelium (RPE) and interdigitation zone (IZ) should be extracted as two separate layers for the better diagnostics.

The introduced below innovative CAD system for automated early DR detection overcomes most of the aforementioned problems by segmenting 12 distinct retinal layers from an input OCT image and extracting three quantitative discriminative features, which can distinguish between the normal and DR cases. To perform well on the realistic OCT images, including the low-SNR ones for both the normal cases and different diseases, our segmentation employs a novel probabilistic model of the input OCT images and output region maps of segmented layers. The model combines image intensities, a prior knowledge of shapes of regions, and descriptors of local spatial dependencies between region labels. To the best of our knowledge, the proposed CAD system is the first to use and segment the OCT scans into 12 distinct layers for detecting the early DR.

2. MATERIALS AND METHODS

Figure 1 summarizes the main sequential steps of our automated non-invasive CAD system in processing and analyzing an input OCT image for early DR detection: (a) segmenting the image of a test subject into 12 distinct retinal layers; (b) extracting three global discriminative features (curvature, reflectivity, and thickness) of statistically significant layers; and (c) detecting the normal or DR state of the test subject by using a pre-trained deep fusion classification network (DFCN). That the outer retinal layers were found significant agrees with multiple electroretinogram (ERG) studies, showing the selected features can measure a DR-related photoreceptor damage preceding anatomical vascular changes. Sections 2.A–2.C will detail this CAD system.

2.A. OCT layers segmentation

Let \( g = \{g_{x,y} : (x,y) \in \mathbb{R}; \ g_{x,y} \in \mathbb{Q}\} \) and \( m = \{m_{x,y} : (x,y) \in \mathbb{R}; \ m_{x,y} \in \mathbb{L}\} \) denote a grayscale image and an associated region map on a finite arithmetic lattice \( \mathbb{R} \) and with values from finite sets \( \mathbb{Q} \) and \( \mathbb{L} \) of integer intensities and region labels, respectively. An input OCT image, \( g \), co-aligned to a given training database, and its region map, \( m \), are described with a joint probability model, \( P(g,m) = P(g|m)P(m) \).
including a conditional image probability, $P(g|m)$, given a map, and an unconditional map probability, $P(m) = P_{sp}(m) P_V(m)$. The latter combines an adaptive shape prior, $P_{sp}(m)$ and a second-order MGRF model, $P_V(m)$, of spatially homogeneous maps $m$ with Gibbs potentials $V$.

2.A.1. Adaptive shape prior, $P_{sp}(m) = \prod_{(x,y) \in \mathbb{R}} P_{sp,x,y}(m_{x,y})$

The shape prior is constructed using several training OCT scans (six male and six female images in our experiments below), selected to capture biological variability of the whole dataset. Their “ground truth” region maps were delineated under supervision of retina specialists. A manually segmented retina with 12 distinct layers — NFL, GCL, IPL, INL, OPL, ONL, ELM, MZ, EZ, OPS, IZ, and RPL — is exemplified in Fig. 2.

Using one good scan (no tilt, central fovea location) as a reference, all the other training images are co-registered by thin-plate spline (TPS) deformations. The same deformations are applied to each respective ground truth map. The pixel-wise labels across a stack of the co-aligned maps lead to the prior shape probabilities, $P_{sp,x,y}(k); k \in \mathbb{L}$, of the typical retina.

An image to be segmented is first aligned to the shape database by a new technique integrating the TPS with multi-resolution edge tracking that identifies control points to initialize the alignment. First, the “à trous” algorithm decomposes each scan by undecimated wavelet transform. In a three-band appearance of the retina, two hyperreflective bands are separated by a hyporeflective band, corresponding roughly to the layers from ONL to MZ in Fig. 2. Contours following the gradient maxima of this wavelet component provide initial estimates of the vitreous/NFL, MZ/EZ, and RPE/choroid boundaries.

The foveal peak is identified as the closest point between the vitreous/NFL and MZ/EZ contours, and control points are located on these boundaries at the foveal peak and at uniform intervals from it. The optimized TPS aligns the input image to the shape database using these control points, so that the shape prior can be used to segment the aligned image.
2.A.2. First-order conditional intensity model, $P(g|m) = \prod_{(x,y) \in R} P(g_{x,y}|m_{x,y})$

To account for visual appearance of the input image, its histogram of the pixel-wise intensities (gray levels) is collected and normed to form the empirical marginal probability distribution of the intensities. The latter is closely approximated with a linear combination of sign-alternate discrete Gaussians (LCDG) and separated into individual components (also LCDGs) for different regions, associated each with a dominant mode. This model and its expectation–maximization-based learning are detailed in Ref. (17).

2.A.3. Second-order MGRF model of spatial dependences, $P_Y(m)$

For better spatial homogeneity of segmentation, and to more accurately account for noise, a second-order Markov–Gibbs random field (MGRF) model of spatial interactions between region labels is combined with the above shape prior and intensity model. For simplicity and by symmetry considerations, we use a popular Potts model of homogeneous region maps, which accounts for pairwise equality or inequality of region labels in the nearest eight-neighborhood of each pixel:

$$P_Y(m) \propto \exp \left( \sum_{(x,y) \in R} \sum_{(z,w) \in v_Y} V(l_{x,y}, l_{z,w}) \right)$$

where coordinate offsets $v_Y = \{(0,1),(-1,1),(1,0),(0,0)\}$ define non-repetitive neighboring pairs of pixels in the lattice $\mathbb{R}$ and bi-valued Gibbs potentials $V = \{V(k,k') : k,k' \in L\}$ are as follows: $V(k,k') = \gamma \geq 0$ if $k = k'$ and $-\gamma$ otherwise. The potentials are approximated analytically from the empirical probability of equal label pairs in the training region maps.

Algorithm 1 summarizes the segmentation stage of the proposed computer-aided diagnostic (CAD) system.

Algorithm 1 Segmentation of the optical coherence tomography (OCT) layers.

1. Input a test image and the atlas, or dataset of co-aligned training images and maps.
2. Align the test image to the atlas:
   (a) Apply the “a trous” wavelet decomposition algorithm to the input image and locate the vitreous/NFL, IPL, and RPE/choroidal boundaries.
   (b) Identify the foveal peak using the three located boundaries.
   (c) Place fiducial points on each detected boundary, starting at the foveal peak and moving outward at equidistant intervals.
   (d) Align the input image to the atlas using the control points identified.
3. Initial Segmentation:
   (a) For each aligned input pixel, $(x,y) \in R$, search within a certain tolerance interval for the closest atlas intensity over an initial 2D window centered at that pixel.
   (b) Increase, if necessary, the window size and repeat the search until the closest by intensity atlas pixel is found.
   (c) If the maximum window size is reached, but no atlas pixel is found, increase the intensity tolerance and go back to Step 3a.

4. Final Segmentation:
   (a) Approximate the marginal intensity distribution of the test image with an LCDG with four dominant modes (Section 2.A.2).
   (b) Form an initial region map using the estimated LCDGs and the shape prior.
   (c) Compute analytically the approximate Gibbs potentials for the MGRF model of the initial map (Section 2.A.3).
   (d) Form the final segmentation map using the joint probability model detailed in Section 2.A.

2.B. Feature extraction

Three features quantifying “reflectivity”, “curvature”, and “thickness” of retinal layers are extracted from each segmented OCT scan. The reflectivity is obtained from two regions per scan, comprising the thickest portions of the retina on the nasal and temporal sides of the foveal peak (Fig. 3). A normalized reflectivity scale (NRS) is defined to take a value of 0 arbitrary units (AU) in the vitreous and 1000 AU in the RPE. The average intensity within a segment is calculated using Huber’s M-estimates, which are robust to possible outlying values, such as very bright pixels in the innermost segment that belong to the internal limiting membrane, rather than the NFL.

The curvature of a retinal layer combines all Menger curvature values calculated for each point across the layer (Fig. 3) after local weighted polynomial smoothing of the surface. The thickness of a retinal layer is calculated from streamlines of the Laplace’s equation [19] between the two surfaces of the layer (Fig. 3).

For each subject, these three features of the extracted retina layers are described as a whole with a cumulative distribution function (CDF). The CDF for each layer contains 100 bins for the reflectivity and thickness and 100 bins for the curvature. The CDFs are considered global discriminatory characteristics, being able to distinguish between the normal and DR cases. One of the contributions of the proposed system is using the CDF as a global input feature for a deep fusion classification network. The CDFs for a training set of the OCT images are used for deep learning of a multistage classifier with a stack of non-negative-constrained autoencoders (SNCAE). Figure 4 exemplifies the CDFs of the curvature of the 4th layer (INL), reflectivity of the 8th layer (MZ), and thickness of the 1st layer (NFL). This figure shows their significant potential, together with other layers, in statistical analysis and separation between the normal and DR cases. Section 3 will present more details.

It is worth noting that more conventional classification techniques, employing directly the pixel-wise curvature, reflectivity, and thickness as discriminative features,
encounter serious difficulties. Due to various sizes for each subject, the individual feature collections have to be unified by either truncation of large volumes or zero padding of small ones. Both ways may decrease the classification accuracy of the classification. In addition, large data sizes lead to considerable time expenditures for training and classification. Contrastingly, our classifier exploits only the CDFs of fixed sizes to describe the entire raw data measured for each retinal layer. The fixed data size helps to overcome the above difficulties.

2.C. Deep fusion classification network (DFCN)

Deep learning network with a stack of non-negativity-constrained autoencoders (SNCAE) is employed in our CAD system to discriminate between normal and DR subjects after segmenting the 12 retinal layers and extracting their global discriminatory features — the curvature, reflectivity, and thickness CDFs. Based on a training set of images for normal and DR subjects, the network learns to fuse the extracted CDFs into low-dimensional characteristic descriptors and classify other OCT images.

2.C.1 Structure of SNCAE

An individual autoencoder (AE) in Fig. 5 is specified by a set of column vectors of weights, \( W = \{ W_{e1}, \ldots, W_{ecn}; W_{d1}, \ldots, W_{dsn} \} \), for encoding (e) and decoding (d) layers. The encoding layer converts an input \( n \)-dimensional column vector \( u \) into a compressed vector \( \hat{u} \) through a set of weights \( W_e \). The decoding layer then reconstructs \( u \) from \( \hat{u} \) using weights \( W_d \).

FIG. 3. Features for classification (the bottom gray and color bars encode the reflectivity and curvature values, respectively; the thickness is evaluated from streamlines (yellow) between the upper (red) and bottom (green) borders of a layer). [Colour figure can be viewed at wileyonlinelibrary.com]

FIG. 4. CDFs of normalized feature values for all the 26 normal (red) and 26 DR (blue) cases. [Colour figure can be viewed at wileyonlinelibrary.com]

FIG. 5. Structures of an individual AE (a) with encoding, \( W_e \), and decoding, \( W_d \), weights and of an SNCAE (b) with two NCAE layers and an output softmax layer. [Colour figure can be viewed at wileyonlinelibrary.com]
vector \( \mathbf{u} = [u_1, \ldots, u_s]^{\top} \) of scalar signals in the range [0,1] into an \( s \)-dimensional, \( s \ll n \), column vector \( \mathbf{h} = [h_1, \ldots, h_s]^{\top} \) of scalar codes, called features or activations, in the same range. The decoding layer converts the obtained vector \( \mathbf{h} \) of \( s \) codes back to the vector of \( n \) decoded signals, \( \mathbf{\hat{u}} = [\hat{u}_1, \ldots, \hat{u}_n]^{\top} \), in the same range. Both the encoding and decoding are done by uniform nonlinear transformations of the weighted linear combinations of signals:

\[
\mathbf{h}_j = \sigma \left( \mathbf{W}_{e j}^{\top} \mathbf{u} \right) = \sigma \left( \sum_{i=1}^{n} w_{e j i} u_i \right) ; \quad j = 1, \ldots, s;
\]

\[
\hat{u}_i = \sigma \left( \mathbf{W}_{d i}^{\top} \mathbf{h} \right) = \sigma \left( \sum_{j=1}^{s} w_{d j i} h_j \right) ; \quad i = 1, \ldots, n
\]

where \( \sigma(\ldots) \) is a certain sigmoid, i.e., a differentiable monotone scalar function taking values in the range [0,1]; \( \top \) indicates the vector transposition, and \( \mathbf{\hat{u}}_{\mathbf{W}_k} \) is the decoded signal \( \hat{u}_i \). Unsupervised pre-training of the AE minimizes the total reconstruction error, i.e., the total quadratic (\( \ell_2 \)) norm of deviations between each training input vector, \( \mathbf{u}_k \), \( k = 1, \ldots, K \), and the same-dimensional vector, \( \mathbf{\hat{u}}_{\mathbf{W}_k} \) decoded from its activation vector, \( \mathbf{h}_{\mathbf{W}_k} \):

\[
J_{\text{AE}}(\mathbf{W}) = \frac{1}{2K} \sum_{k=1}^{K} \| \mathbf{\hat{u}}_{\mathbf{W}_k} - \mathbf{u}_k \|^2 \quad (1)
\]

To decrease the number of negative weights and enforce sparsity of coding, a non-negativity-constrained AE (NCAE) is built by appending the reconstruction error of Eq. (1) with two weighted terms penalizing, respectively, the negative weights and non-zero codes:

\[
J_{\text{NCAE}}(\mathbf{W}) = J_{\text{AE}}(\mathbf{W}) + a \sum_{j=1}^{s} \sum_{i=1}^{n} f(w_{j i}) + b J_{\text{KL}}(\mathbf{h}_W; \gamma)
\]

Here, the factors \( a \geq 0 \) and \( b > 0 \) determine relative contributions of the non-negativity and sparsity constraints to the overall loss; \( f(w_{ji}) = \min \{0, w_{ji}\}^2 \); \( i = 1, \ldots, n \), and \( J_{\text{KL}}(\mathbf{h}_W; \gamma) \) is the Kullback–Leibler (KL) divergence of the codes (activations) \( \mathbf{h}_W \) from a fixed small positive average value, \( \gamma \), near 0:

\[
J_{\text{KL}}(\mathbf{h}_W; \gamma) = \sum_{j=1}^{s} h_{W j} \log \left( \frac{h_{W j}}{\gamma} \right) + \left( 1 - h_{W j} \right) \log \left( \frac{1 - h_{W j}}{1 - \gamma} \right) \quad (3)
\]

The proposed SNCAE in Fig. 5 is built by stacking two NCAE layers with an output softmax layer. Each NCAE is pre-trained separately in the unsupervised mode by using the activation vector of a lower layer as the input to the upper layer. The data compression at the NCAE layers was selected empirically after experimental comparisons of several variants. In the chosen structure, the bottom NCAE compresses the input vector to \( s_1 = 50 \) first-level activators. The latter are compressed by the next NCAE to \( s_2 = 5 \) second-level activators, which are decreased in turn by the output softmax layer to the goal \( s^* = 2 \) values.

Separate pre-training of the first and second layers by minimizing the loss of Eq. (2) decreases the total reconstruction error, as well as increases sparsity of the activations and numbers of the non-negative weights. The activations of the second NCAE layer, \( \mathbf{h}_2^{[1]} = \sigma(\mathbf{W}_c [2] \mathbf{h}_1^{[1]} \mathbf{W}_k) \) in Fig. 5, are inputs of the softmax classification layer, computing probabilities of the normal (\( c = 1 \)) and DR (\( c = 2 \)) decisions:

\[
p(c; \mathbf{W}_\text{soft}, c) = \frac{\exp(\mathbf{W}_{\text{soft}}^{\top} \mathbf{h}_2^{[1]})}{\sum_{c=1}^{2} \exp(\mathbf{W}_{\text{soft}}^{\top} \mathbf{h}_2^{[1]})} \quad (4)
\]

Its separate pre-training maximizes the mean log-likelihood \( L_{\text{soft}}(\mathbf{W}_{\text{soft}}) \) of the known training classes, appended with the weighted term penalizing the negative weights:

\[
L_{\text{soft}}(\mathbf{W}_{\text{soft}}) = \frac{1}{K} \sum_{k=1}^{K} \log p(c_k; \mathbf{W}_{\text{soft}}) + \theta \sum_{c=1}^{2} \sum_{j=1}^{n} W_{\text{soft}, j c} \quad (4)
\]

Then the SNCAE is fine-tuned on the training data by traditional error back-propagation through the network and penalties on only the negative weights of the softmax layer.

### 2.C.2 Our deep fusion classifier

The classification is performed by a two-stage network of the SNCAE. The first stage consists of the SNCAE with the output softmax regression layer for each input feature (one SNCAE for each feature per significant layer, as shown in Fig. 6). Each SNCAE compresses its input data, \( \mathbf{u}_f \), in order to capture most prominent variations and is built separately by greedy unsupervised pre-training. The softmax output layer facilitates the subsequent supervised back-propagation-based fine-tuning of the entire classifier by maximizing the penalized log-likelihood of the training data of known classes. Each NCAE yields both more reasonable data codes (features) after unsupervised pre-training and better classification accuracy after supervised refinement. The SNCAE forming the \( f \)-th input feature converts an input \( n \)-dimensional column vector \( \mathbf{u}_f = [u_{1,f}, \ldots, u_{n,f}]^{\top} \), into a column \( s \)-dimensional vector \( \mathbf{h}_f = [h_{1,f}, \ldots, h_{s,f}]^{\top} \) of the codes (features). After each separately pre-trained and fine-tuned first-stage SNCAE formed its own feature vector, \( \mathbf{u}_f, f = 1, \ldots, F \), from an input image, the second-stage SNCAE obtains concatenated top-most output codes, \( \mathbf{h}_2^{[1]} \), of each SNCAE; \( f = 1, \ldots, F \). The concatenated codes allow for capturing the discriminative information within each feature, \( \mathbf{u}_f \), by training the second-stage SNCAE on the training data with the known class labels. The same layer-wise pre-training and fine-tuning of this SNCAE are used to accurately classify the fused feature vectors \( [\mathbf{h}_1^{[1]}, \ldots, \mathbf{h}_F^{[1]}] \) on the basis of the final decision probabilities (Fig. 6):
The proposed classifier was called the deep fusion classification network (DFCN), Fig. 6, as the decisions are based on the codes $h_{f}^{l}$ extracted and fused by a deep structure of layers, starting from the lowest retinal features, $u_{f}, f=1,\ldots,F$. The CDFs for each feature are fed to the AEs resulting in the 64 AEs for each scan.

3. EXPERIMENTAL RESULTS AND DISCUSSION

The proposed CAD system was tested and validated on the spectral-domain OCT scans (Zeiss Cirrus HD-OCT 5000) for 52 subjects (26 normal and 26 abnormal) aged 40–79 yr. Subjects with high myopia ($\leq 6.0$ diopters), and tilted OCT were excluded. The ground truth was created with the aid of retina specialists by manual delineation of the retina layers.

The average execution time of segmenting and diagnosing a given OCT image 2-D of size $1024 \times 1024$ pixels is 4 min. This estimated time is based on the implementation of the system on a single core of a 3.3 GHz Intel® Xeon processor with 48 GB of memory using MATLAB® prototype implementation.

Figure 7 compares our segmentation of 12 distinct retinal layers with the iterative algorithm by Chiu et al.,$^{22}$ converting an image into a nearest eight-neighborhood graph, such that weights between any pixel and its neighbours depend on only eight-directional intensity gradients, and using dynamic programming to find the minimum-weight paths to accurately segment eight retinal layer boundaries. In addition to the
visualized region maps, the robustness and accuracy of our approach were evaluated by measuring the agreement coefficient (AC) and Dice similarity coefficient, (DSC)\(^2\) as well as the average deviation distance (AD)\(^2\) to the ground truth. To be compared with the method in\(^2\), our segmentation was modified first by merging different layers together for obtaining the same number of layers before their statistical analysis. The mean boundary error, averaged across all the 13 boundaries, was 6.9\(\mu m\) from the ground truth. The inner (vitreous) boundary of the retina was placed most accurately, with the 2.8\(\mu m\) mean error. The worst performance of 12\(\mu mw\) a so n the outer (choroid) boundary. Contrastingly only the RPE/-choroid boundary was reliably detected by the segmentation method in Ref. (22).

Table I summarizes quantitative comparisons of both the methods versus the ground truth for all the 52 subjects. According to the paired \(t\)-test, the found differences between the AC, DSC, and AD metrics for both the methods are statistically significant (the \(P\)-values <0.05). These results demonstrate the promise of the proposed segmentation in application to the OCT scans.

To evaluate discriminative capabilities of the chosen features (curvature, reflectivity, and thickness) of individual retinal layers, Table II presents statistics of their scatter over the available two groups of 26 normal and 26 diabetic subjects. It is worthy to note that the curvature values show highly skewed distribution as shown in Fig. 8 and thickness values have also, moderate skewed distribution. The unpaired \(t\)-tests suggest that differences between the INL curvature, MZ reflectivity, and NFL thickness over both the groups are statistically significant (the \(P\)-values <0.05). For now, these results are encouraging enough to explore the discriminative power of only these layer-wise features.

A trainable DFCN used in our CAD system decides whether the test subject is normal or diabetic, based on the CDFs of the most discriminative features (the INL curvature, MZ reflectivity, and NFL thickness). A pilot quantitative comparison of the DFCN with four conventional classifiers (K-Star, K-Nearest Neighbor, Random Tree, and Random Forest) from the well-known statistical Waikato Environment for Knowledge Analysis (Weka) workbench\(^2\) is summarized in Table III. As recommended by the NIH Biostatistics Group for a small number of datasets, we perform a leave-one-out cross-validation test with all the 52 OCT images (26 normal and 26 DR). The DFCN classifier achieves the 100% accuracy with the area under the receiver operating curve (AUC) of 0.98 for all the 52 datasets.

**Table I. Comparative accuracy (mean \(\pm\) standard deviation) in terms of the Dice similarity coefficient (DSC), the agreement coefficient (AC), and the average deviation distance (AD).**

<table>
<thead>
<tr>
<th>Evaluation Metric</th>
<th>DSC</th>
<th>AC, %</th>
<th>AD, (\mu m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our segmentation</td>
<td>0.76</td>
<td>73 ± 4.5</td>
<td>6.9 ± 2.8</td>
</tr>
<tr>
<td>Segmentation method in(^2)</td>
<td>0.41</td>
<td>2.3 ± 9.7</td>
<td>15 ± 8.6</td>
</tr>
<tr>
<td>(P)-value</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.004</td>
</tr>
</tbody>
</table>

Bold indicates the better results from our approach compared with the other approach.
In the second experiment, the datasets were split arbitrarily into training (40 subjects) and testing (12 subjects) sets. The training set was used to adjust the DFCN parameters by a fourfold cross-validation, each fold containing 10 subjects. Threefolds were used for training and onefold for validation, this operation was repeated several times by changing the validation fold each time to evaluate the accuracy resulting in average accuracy of 95%. Then, after the DFCN was trained on the whole training set (40 subjects), the diagnostic accuracy was evaluated on the testing set (12 subjects). The resulting accuracy, sensitivity, and specificity were 92%, 84%, and 100%, respectively. The whole results of this experiment in Table IV confirm that the proposed DFCN outperformed again the four other classifiers.

4. CONCLUSIONS

The proposed computer-aided diagnostic (CAD) system for detecting diabetic retinopathy (DR) on optical coherence tomography (OCT) images of the retina combines novel and efficient segmentation and classification techniques. After segmenting 12 distinct retinal layers, three quantitative features (pixel-wise curvature, reflectivity, and thickness) are...
extracted each over an own layer showing statistically significant differences of values between normal and diabetic subjects. Cumulative distribution functions of these features are analyzed by a two-stage trainable deep fusion classification network (DFCN) with stacks of non-negativity-constrained autoencoders (SNCAE) to determine whether the subject has the DR or not. Promising initial experimental results suggest that in the future, this CAD system could amplify or even replace current technologies of early DR detection.
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